Exploiting single-ion anisotropy in the design of f-element single-molecule magnets
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Scientists have long employed lanthanide elements in the design of materials with extraordinary magnetic properties, including the strongest magnets known, SmCo5 and Nd2Fe14B. The properties of these materials are largely a product of fine-tuning the interaction between the lanthanide ion and the crystal lattice. Recently, synthetic chemists have begun to utilize f-elements—both lanthanides and actinides—for the construction of single-molecule magnets, resulting in a rapid expansion of the field. The desirable magnetic characteristics of the f-elements are contingent upon the interaction between the single-ion electron density and the crystal field environment in which it is placed. This interaction leads to the single-ion anisotropies requisite for strong single-molecule magnets. Therefore, it is of vital importance to understand the particular crystal field environments that could lead to maximization of the anisotropy for individual f-elements. Here, we summarize a qualitative method for predicting the importance to understand the particular crystal field environments that could lead to maximization of the anisotropy for individual f-elements.

The rise of f-elements in single-molecule magnetism

It has been nearly twenty years since the discovery that a discrete molecule could possess an energy barrier to the reorientation of its molecular spin that was large enough to observe magnetic hysteresis.1 Such single-molecule magnets can have magnetic relaxation times that are more than 10⁶ times slower than normal molecular paramagnets. Their synthesis, characterization, and implementation has flourished as a lively crossroads for chemistry, physics, and materials science. Single-molecule magnets offer the intriguing possibility of creating switchable, molecular-scale devices that store or manipulate information using the orientation of their molecular spin.2 Their quantum coherent properties have sparked further interest, as the possibility of applications in quantum computing is becoming apparent.3 Although the majority of research in this area has been performed on large ensembles of molecules, recent advances have shown that single-molecule magnets can be successfully transferred to surfaces with retention of their magnetic behavior4 and potentially exploited as spintronic devices.5 However, any application is limited by the extremely low temperatures or fast timescale required for observation of slow magnetic relaxation.

The vast majority of single-molecule magnets have anisotropy barriers to spin reversal lower than 60 cm⁻¹ (86 K), which corresponds to a 4 K relaxation time of approximately 2 s.6 Thus, from the beginning of the field of single-molecule magnetism, a major goal for chemists has been to design and synthesize molecules that retain functionality in a more readily accessed temperature regime. Progress toward this goal can be measured in several ways. First, the anisotropy barrier, $U_{\text{eff}}$, as defined by the Arrhenius relationship for relaxation time, $\tau = \tau_0 \exp(U_{\text{eff}}/k_B T)$, dictates the high-temperature dynamics of single-molecule magnets. This is because at higher temperatures relaxation can occur via excitation to a low-lying excited state and subsequent de-excitation to either of the orientations of the ground state spin. However, given a low enough temperature, single-molecule magnets will deviate from Arrhenius behavior as alternate relaxation processes that shortcut the barrier begin to dominate. In this low-temperature regime, hysteresis in a plot of magnetization vs. field is often used as a measure of the long-timescale dynamics of a complex. If a potential application requires only very brief magnetization times, then the anisotropy barrier is key to measuring the utility of a molecule; however, if a measurement timescale of 1 s or longer is required, magnetic hysteresis is a more apt measure.

Fig. 1 and Table 1 display the highest measured hysteresis temperature and anisotropy barrier for the strongest f-element and transition metal single-molecule magnets.7 From the data, it is evident that the f-elements have a lot to offer toward enhancing the strength of molecular magnets. For instance, from the first single-molecule magnet discovered in 1993 to present, the largest anisotropy barrier and highest hysteresis temperature have increased approximately 60% and 70%, respectively, for transition metal clusters and approximately 1200% and 370% respectively for f-elements. Their properties are even more impressive...
Complexity of the f-element electronic structure

While strong single-ion anisotropy makes the f-elements enticing targets for single-molecule magnet research, it also leads to an extremely complex electronic structure. The simplifications and assumptions made for interpreting the magnetism of most transition metal complexes can lead to gross inaccuracies when applied to f-elements. This is because electronic spin is no longer the only significant source of angular momentum in the system. The near (but not complete) degeneracy of the f orbitals leads to a large unquenched orbital moment that must be considered. Thus, for an ion of interest for single-molecule magnetism, such as Dy(III), simply defining the electronic structure by the number of valence electrons (4\( ^{\text{f}}\)) is far less descriptive than the term symbol for the spin–orbit coupled ground state: \( ^{6}\text{H}_{15/2} \) (see Fig. 2). The spin–orbit–coupled quantum number, \( J \), is of utmost importance, since the spin–orbit coupling energy is generally larger than the effect of the crystal field for the f-elements. Therefore, instead of the spin–orbit interaction acting

given that nearly all of the results in Fig. 1 have been published in the last several years. In fact, although the f-elements figured prominently in the unravelling of the physics of paramagnetic relaxation, their weak magnetic exchange coupling initially made them undesirable targets for single-molecule magnetism. Based on the first single-molecule magnet discovered, \( \text{Mn}_{12}\text{O}_{12}(\text{O}_{2}\text{CMe})_{16}(\text{H}_{2}\text{O})_{4} \), strongly-coupled transition metal clusters were considered to be the most promising targets and still comprise the majority of the research in the field.

However, the discovery in 2003 that lanthanide phthalocyanine sandwich complexes, \([\text{LnPc}_{2}]^{+}\) (\( \text{Ln}^{3+} = \text{Tb}, \text{Dy}, \text{Ho}; \text{H}_{2}\text{Pc} = \text{phthalocyanine}; n = -1, 0, +1 \)), could display unprecedented relaxation behavior \( ^{65} \) led to the gradual acceptance of the lanthanides in single-molecule magnetism.

Paramount amongst the factors distinguishing the f-elements as spin-carriers for single-molecule magnets is their unparalleled single-ion anisotropy. Although the physical understanding of this effect is by no means a new concept, a simple methodology for targeting highly anisotropic single-molecule magnets without complex calculations or labor-intensive empirical characterisation of the crystal field could be very beneficial to exploratory research. This perspective attempts to lay out a simple model for predicting ligand field environments that should be amenable to single-molecule magnet behavior.

<table>
<thead>
<tr>
<th>Molecule (^{a})</th>
<th>( U_{\text{eff}} / \text{cm}^{-1} )</th>
<th>Hysteresis (T / K)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Mn}<em>{12}\text{O}</em>{12}(\text{O}<em>{2}\text{CMe})</em>{16}(\text{H}<em>{2}\text{O})</em>{4} )</td>
<td>43</td>
<td>3</td>
<td>1b</td>
</tr>
<tr>
<td>( \text{Mn}<em>{12}\text{O}</em>{12}(\text{O}<em>{2}\text{CCH}</em>{2}\text{Br})<em>{16}(\text{H}</em>{2}\text{O})_{4} )</td>
<td>52</td>
<td>3.6</td>
<td>7a</td>
</tr>
<tr>
<td>([\text{Dy}(\text{PcOEt})_{3}]^{3+} )</td>
<td>55</td>
<td>4</td>
<td>7b</td>
</tr>
<tr>
<td>( \text{MnO}<em>{2}(\text{sal})(\text{O}</em>{2}\text{CPh})<em>{3}(\text{EtOH})</em>{4} )</td>
<td>60</td>
<td>4.5</td>
<td>7c</td>
</tr>
<tr>
<td>([\text{Co(hfpip)}<em>{2}(\text{D}</em>{2}\text{py})_{2}(\text{TBA})]^{2} )</td>
<td>67</td>
<td>5</td>
<td>7d</td>
</tr>
<tr>
<td>([\text{NpO}<em>{2}\text{Cl}</em>{2}][\text{NpO}<em>{2}\text{Cl}(\text{THF})</em>{3}]_{2} )</td>
<td>97</td>
<td>7</td>
<td>7e</td>
</tr>
<tr>
<td>([\text{Dy}(\text{OH})<em>{2}(\text{bmh})</em>{2}(\text{ms})<em>{8}]\text{Cl}</em>{3} )</td>
<td>118</td>
<td>7</td>
<td>7f</td>
</tr>
<tr>
<td>([\text{Dy}<em>{4}(\text{L})</em>{4}(\text{MeOH})_{3}]^{-} )</td>
<td>120</td>
<td>7</td>
<td>7g</td>
</tr>
<tr>
<td>([[(\text{MeSi})<em>{2}\text{N}]</em>{2}(\text{THF})]^{2} )</td>
<td>123</td>
<td>8.3</td>
<td>7h</td>
</tr>
<tr>
<td>([\text{Dy}(\text{OH})<em>{2}(\text{L})</em>{2}(\text{H}<em>{2}\text{O})</em>{3}]\text{Cl}^{+} )</td>
<td>139</td>
<td>7i</td>
<td></td>
</tr>
<tr>
<td>([\text{C}<em>{2}(\text{Me})</em>{2}\text{Er}(\text{COT})]^{-} )</td>
<td>225</td>
<td>1.8</td>
<td>7j</td>
</tr>
<tr>
<td>([[(\text{MeSi})<em>{2}\text{N}]</em>{2}(\text{THF})\text{Tb}_{2}]^{+} )</td>
<td>227</td>
<td>14</td>
<td>7k</td>
</tr>
<tr>
<td>([\text{TbPCe}_{3}]^{-} )</td>
<td>230</td>
<td>1.7</td>
<td>7l</td>
</tr>
<tr>
<td>( \text{Dy}(\text{sal})(\text{NO})<em>{2}(\text{MeOH})\text{Zn}(\text{L})</em>{3} )</td>
<td>234</td>
<td>7m</td>
<td></td>
</tr>
<tr>
<td>( \text{ Tb}(\text{RO})<em>{2}\text{Pc}</em>{2} )</td>
<td>422</td>
<td>7n</td>
<td></td>
</tr>
<tr>
<td>( \text{ TbPc}_{2} )</td>
<td>566</td>
<td>7</td>
<td>7o</td>
</tr>
</tbody>
</table>

\(^{a}\) \( \text{H}_{2}\text{(PcOEt)}_{3} = 2,3,9,10,16,17,23,24\text{-octaethoxyphthalocyanine}; \text{salH} = 2\text{-hydroxybenzaldehyde oxime}; \text{hfpip} = 1,1,1,5,5,5\text{-hexafluoro-4(4\text{-tert-}}\text{butylphenyl)imino})\text{-2-pentanone}; \text{D}_{2}\text{py}_{2}(\text{TBA}) = 4,4'\text{-}(3\text{,3-dimethylbut-1-ynyl)-1,3-phenylene} \text{bis(diacetone)methylidene})\text{dipyrindine}; \text{THF} = \text{tetrahydrofuran}; \text{bmh} = 1,2\text{-bis(2\text{-hydroxy-3-methoxybenzylidene}) hydrazine}; \text{ms} = 3\text{-methoxysalicylaldehyde hydrazine}; \text{sal} = 3\text{-methoxybenzylidene hydrazine}; \text{H}_{2}\text{L} = \text{[2\text{-hydroxy-3-methoxyphenyl}]}\text{methylene} \text{hydrazide}; \text{H}(\text{L})_{1} = \text{o-vanilin}; \text{H}_{2}\text{L}(2) = \text{2-hydroxymethyl-6-methoxyphenol}; \text{H}_{2}\text{COT} = \text{cyclooctatetraene}; \text{H}_{2}\text{Pc} = \text{phthalocyanine}; \text{Hsal} = \text{salicylaldehyde}; \text{H}_{2}\text{L}(3) = 6,6'\text{-}(1\text{E,1'}\text{E})\text{-}(2,2\text{-dimethylpropane-1,3-diyl})\text{bis(azan-1-yl-1-ylidene})\text{bis(methan-1-yl-1-ylidene})\text{bis(2-methoxyphenol}); \text{HR} = 1\text{-isopropanoyldodecane}; \text{H}_{2}\text{Pc} = 2,3,9,10,16,17,23,24\text{-octa(isopropylidenedioxy)phthalocyanine}.\)
as a perturbation on the crystal field, the reverse is usually a more accurate description.

This subordination of the crystal field to the spin–orbit interaction makes it a minor factor in the overall electronic structure, yet it turns out to be a key factor in creating single-molecule magnets with f-elements. The interaction of the ground spin–orbit coupled $J$ state with the crystal field generates the magnetic anisotropy barrier separating opposite orientations of the spin ground state. To continue with the Dy(III) ion example, the ground $J$ state of the free-ion is sixteen-fold degenerate ($2J_{\text{Dy}} + 1$ states) and composed of magnetic substates, $m_J$, characterized by $m_J = \pm 15/2, \pm 13/2, \pm 11/2, \pm 9/2, \pm 7/2, \pm 5/2, \pm 3/2, \pm 1/2 (\pm J, J - 1, J - 2, \ldots, -J)$. These projections of the total angular momentum quantum number can be affected differently by the surrounding crystal field, thereby removing the $(2J + 1)$-fold degeneracy of the ground state. This splitting, in combination with the strong spin–orbit interaction, links the orientation of the spin to the strength and symmetry of the ligand field. The implication to single-molecule magnets is that we can increase single-ion anisotropy simply by judiciously choosing the coordination environment of the lanthanide ion.

While the magnitude of the crystal field splitting is difficult to calculate \textit{ab initio} and time-consuming to determine empirically, several empirical methodologies can be employed to do so. These methods include the simultaneous least-squares fitting of paramagnetic NMR shifts and magnetic susceptibility data, low-temperature spectroscopic analysis of high-symmetry single crystals, and computational fitting of magnetic susceptibility data to a Hamiltonian with terms accounting for interelectronic repulsion, spin–orbit coupling, ligand field effects, isotropic exchange interactions, and the applied magnetic field. These methods are all able to characterize compounds that have shown interesting behavior, but are unable to predict which molecules will have the requisite electronic structure for showing single-molecule magnet behavior. The following section takes a model that has long been used to explain single-ion anisotropy and applies it to the specific application of designing single-molecule magnets.

Exploiting single-ion anisotropy in the design of f-element single-molecule magnets

The search for electronic structures leading to strong f-element single-molecule magnetism has two underlying imperatives. First, the ground state should be doubly-degenerate and of a high magnitude $\pm m_J$ quantum number. This ensures that a high magnetic moment is maintained at temperatures where only the ground state is significantly populated. Double degeneracy is imperative because single-molecule magnets are defined by the bistability of their ground state; a singlet ground state would be of little interest magnetically. In the absence of a magnetic field, breaking the $\pm m_J$ degeneracy is forbidden for Kramers (odd electron count) ions due to time-reversal symmetry considerations. Thus, Dy(III) ions will always maintain a degenerate ground state while Tb(III) ions must have a strictly axial crystal field symmetry to do so.

The second requirement for strong single-ion anisotropy is a large separation between the bistable ground $\pm m_J$ state and the first excited $\pm m_J$ state. This separation defines the energy required to relax the spin, assuming a temperature-dependent relaxation mechanism. If these two conditions are satisfied, we should maintain a magnetic ground state and severely slow the magnetic relaxation at temperatures below the first excitation energy.

To judge whether these conditions will be satisfied for a particular molecule, the simplest form of the electronic Hamiltonian can be used: $H = H_{\text{ion}} + H_{\text{cf}}$ (where $H_{\text{ion}}$ is the free ion Hamiltonian and $H_{\text{cf}}$ is the crystal field symmetry Hamiltonian. First, let us consider the single-ion contributions. Given an axial frame of reference, the basic shapes of the lowest

---

**Fig. 2** Low energy electronic structure of the Dy(III) ion with sequential perturbations of electron-electron repulsions, spin–orbit coupling, and the crystal field. The crystal field splitting is constructed from a model for the complex, Dy[Me3Si]2N3. Energy is measured relative to the ground crystal field ($m_J$) state. Further complications due to mixing between states have been neglected in favor of clarity.

**Fig. 3** Representations of the 4f orbitals from highest magnitude $m_l$ (most oblate shape) to lowest magnitude $m_l$ (most prolate shape).
$J$ states can be described mathematically by the quadrupole moment of the $f$-electron charge cloud, which is prolate (axially elongated), oblate (equatorially expanded), or isotropic (spherical). This shape variation of the $f$-electron charge cloud arises from the strong angular dependence of the $f$ orbitals. For example, the $4f_{\gamma}(-\gamma)$ orbital is strongly oblate (see Fig. 3), so an ion possessing only an $f$-electron in this orbital, such as a Ce (III) ion, will retain an oblate-shaped electron density. Because orbital occupations are simply determined by Hund’s rules, we can easily approximate the distribution of the free-ion $f$-electron density for each ion. The shapes of the $4f$ electron densities are depicted in Fig. 4, and provide a simple yet powerful visualization of the free-ion contribution to the $4f$ electronic structure.

With the free-ion electron densities in hand, we can next consider the type of crystal field that will lead to a highly anisotropic ground state for a given $f$-element. There are two general optimum ligand architectures depending on whether the basic overall shape of free-ion electron density is oblate, as for Ce (III), Pr(III), Nd(III), Tb(III), Dy(III), and Ho(III), or prolate, as for Pm(III), Sm(III), Er(III), Tm(III), and Yb(III). To maximize the anisotropy of an oblate ion, we should place it in a crystal field for which the ligand electron density is concentrated above and below the $xy$ plane, as, for example, is the case with a sandwich-type ligand geometry. In such a crystal field, the ground state will have bistable orientations of $m_J$ parallel and antiparallel to the molecular axis (large $m_J$) because these configurations minimize repulsive contacts between ligand and $f$-electron charge clouds (see Fig. 5, left). Conversely, low magnitude $m_J$ orientations will force the $f$-electron charge cloud into direct contact with the ligands, creating a high-energy state. For a prolate ion, an equatorially-coordinating geometry is preferable so as to minimize charge contact with the axially-located $f$-element electron density, as shown at the right in Fig. 5.

This very simple model offers a surprising amount of information about how to approach single-molecule magnet design for the $f$-elements. First of all, it explains why the majority of systems studied thus far have involved axially-coordinated ligand environments (because the most used ion, Dy(III), has an oblate electron density). In fact, the Dy(III) ion may represent the ideal ion for single-molecule magnetism: it is a Kramers ion, so doubly degenerate $m_J$ ground states are ensured. It combines a large-moment $^7H_{15/2}$ ground state with significant anisotropy of the $4f$ shell. The Tb(III) ion offers similar properties with an even greater electronic anisotropy, however a bistable ground state requires that rigorous axial symmetry be maintained, or that magnetic coupling be employed to create an exchange bias since bistability is not guaranteed for a non-Kramers ion. This model also suggests a less explored method of generating strong single-ion anisotropy for single-molecule magnet synthesis involving strongly prolate ions like Tm(III) and Yb(III). Here, an equatorial ligand coordination environment can be paired with an ion of prolate electron density to generate the anisotropy barrier.

**Examples of single-ion anisotropy in $f$-element single-molecule magnets**

**Lanthanide bisphthalocyanine complexes**

The series of mononuclear complexes $[\text{LnPc}_2]^+$ ($\text{Ln}^{III} = \text{Tb}, \text{Dy}, \text{Ho}; \text{H}_2\text{Pc} = \text{phthalocyanine}; n = -1, 0, +1$), adopting the sandwich structure depicted in Fig. 6, were the first lanthanide single-molecule magnets to be identified. The anisotropy barriers measured for the terbium complex and its derivatives remain among the very highest yet discovered. Its low-lying electronic structure was determined by the simultaneous least squares fitting of paramagnetic NMR shifts and magnetic susceptibility data (see Fig. 7). From the model of $f$-element single-ion anisotropy laid out in the preceding section, it is easy to see that the $4f$ electron density changes from highly oblate (Tb(III)) to highly prolate (Yb(III)), the ground state shifts from higher magnitude $m_J$ states to lower magnitude $m_J$ states due to the sandwich-type ligand environment of the $\text{Pc}^-$ ligands. Also, the total energy splitting varies by almost 200 cm$^{-1}$ from the ions with the most aspherical electron densities to those with the most spherical. This is simply a confirmation that the oblate electron densities of Tb(III) and Dy(III) ions will promote strongly axial single-ion anisotropies and thus function as single-molecule magnets in this type of environment.

While this explains the general features of the diagram there are a number of interesting subtleties that require a more detailed version of the model. For instance, why is there such a noticeable separation between the ground state and first excited state for the
Tb(III) complex but not for the Dy(III) complex, and why are the \(m_J\) states of the Yb(III) complex not ordered from lowest to highest as might be expected for a strongly prolate ion? The answer to these questions lies in the anisotropy of individual \(m_J\) states. As depicted in Fig. 8, a graphical representation of the angular dependence of the 4f charge density of the various \(m_J\) states can be constructed to further rationalize the results in Fig. 7.

A cursory consideration of the anisotropy of these states reveals that the \(m_J = \pm 6\) state of the Tb(III) ion has an extremely oblate electron density, making it ideal for the bis-phthalocyanine sandwich-type geometry. In contrast to this, the \(m_J = \pm 5, \pm 4, \pm 3, \pm 2, \pm 1,\) and 0 states all have prolate electron densities making them extremely unfavorable for the sandwich-type geometry. This extreme contrast leads to a large separation of the ground \(m_J = \pm 6\) state from the lowest excited state—exactly the requisite conditions for strong single-molecule magnet behavior.

While most of the ions show some general progression from highest to lowest \(m_J\) state or vice versa, ytterbium has a more complicated energy splitting. Tellingly, the shapes of the \(m_J\) states for the Yb(III) ion displayed in Fig. 8 defy the general classification of oblate or prolate and take on a more varied angular dependence. However, once again the splitting shown in Fig. 7 can be rationalized in terms of the interaction between the free ion charge densities and the ligand field. The \(m_J = \pm 7/2\) state has almost no oblate density, making it clearly the highest energy state, whereas the \(m_J = \pm 5/2\) state is mostly composed of oblate density, with only small lobes extending along the \(z\)-axis. Considering that the Pc\(_2\)/C\(_0\) ligands have a central cavity along the \(z\)-axis, this should not create too much of an unfavorable interaction. However, the \(m_J = \pm 3/2\) and \(\pm 1/2\) states have considerable prolate lobes that should form an intermediate interaction between the favorable one of the \(m_J = \pm 5/2\) state and the extremely unfavorable one of \(m_J = \pm 7/2\) state. Interestingly, these charge densities also suggest that in an equatorial coordination environment the Yb(III) ion should have a highly favorable, well-separated \(m_J = \pm 7/2\) ground state. Empirical electronic structure studies have shown this, but as of yet no single-molecule magnet behavior has been demonstrated.

---

**Fig. 6** Representations of f-element structures displaying strong single-ion anisotropy. (Upper left) Structure of [TbPc\(_2\)]\(^+\) (Pc\(_2\)/C\(_0\) = phthalocyanine) with red, blue, and gray spheres represent terbium, nitrogen, and carbon respectively. Hydrogen atoms have been removed for clarity. (Upper right) Structure of An(COT)\(_2\) ((COT)\(_2\)/C\(_0\) = cyclooctatetraene; An = U(IV), Np(IV), and Pu(IV)) with orange, gray, and white spheres representing An, carbon, and hydrogen, respectively. (Lower) Structure of SmCo\(_5\) with purple and green spheres representing samarium and cobalt respectively. Layers above and below the one depicted contain only cobalt in a similar arrangement of hexagons rotated by 30\(^\circ\).

**Fig. 7** Splitting of the spin–orbit coupled \((J)\) ground state by the crystal field for [LnPc\(_2\)] \(^-\) compounds.\(^{21}\)

---
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SmCo$_5$

While not a molecular species, it is interesting to apply the above model of anisotropy to an intermetallic compound wherein lanthanide single-ion anisotropy generates one of the strongest magnets known. Because the high coercive field of SmCo$_5$ is largely due to the magnetic anisotropy created by the delocalized band structure of cobalt interacting with the localized electrons on the Sm(III) ions, we can approximate its anisotropy in terms of a localized electronic model. The crystal structure is composed of sheets of Sm(III) ions surrounded by six equatorially-coordinated cobalt atoms (see Fig. 6). Above and below these planes are sheets of cobalt atoms that form a cylinder of charge density enclosing the Sm(III) ions. The strongly prolate shape of the $m_J = \pm 5/2$ state for Sm(III), as shown in Fig. 8, is well suited to form a low energy combination with this type of ligand charge density. This contrasts sharply with the oblate shapes of the $m_J = \pm 3/2$ and $\pm 1/2$ states that are both extremely unfavorable in this crystal field environment. This creates a highly anisotropic f-electron moment that is coupled to the delocalized cobalt moment, thus enforcing hard magnet behavior.

It is interesting to note that all strong classical lanthanide magnets utilize only the early lanthanides (4f$^n$, $n < 7$). This is due to the fact that the 4f electrons of less than half filled f-shells will couple ferromagnetically to the delocalized transition metal electrons leading to a higher moment and stronger magnetism, despite the lower contribution from the lanthanide ion. In single-molecule magnets, however, the late lanthanides can be used since magnetic coupling is either irrelevant (for mononuclear systems) or determined by the particular exchange pathway present. Thus molecular magnets can take advantage of the high moments of the later lanthanides while still exploiting the same properties that make magnets like SmCo$_5$ so strong.

**Actinocenes**

The previous examples have focused on lanthanide systems. This is because, to a first approximation, the ground spin–orbit coupled state can be considered well-isolated and any mixing of states is negligible for the lanthanide ions of interest. This approximation tends to hold up reasonably well, since the generally weak interaction of the lanthanides with a crystal field is about an order of magnitude smaller than the spin–orbit coupling interaction. Thus, interactions between $m_J$ states are minimized, and $m_J$ remains a fairly good quantum number for describing the system. Deviations from this are well known and account for many of the subtleties of lanthanide spectroscopy, but they go beyond the scope of the simple model presented here. Such state-mixing deviations tend to be much more pronounced in the actinides, where stronger metal–ligand interactions are frequently observed. Although actinide single-molecule magnetism remains far less developed, these complications could eventually prove to be assets: greater metal–ligand interactions could provide greater excited state separation and enhanced magnetic coupling for multinuclear assemblies. The model described above still retains some predictive quality for understanding actinide single-ion anisotropy, but only in limited cases. For example, Np(COT)$_2$ (neptunocene; (COT)$_2$ = cyclooctatetraene dianion) contains the Np(iv) ion with three unpaired 5f-electrons. By analogy to Nd(iii), which has an equivalent 4f$^2$ electron count, Np(iv) has an oblate electron density that should be amenable to the sandwich-type ligand environment of the (COT)$^2^-$ ligands. Recently, single-molecule magnet behavior was demonstrated in this compound, confirming the presence of significant single-ion anisotropy. The 5f$^4$ species, Pu(COT)$_2$ (plutonocene; (COT)$^2^-$ = cyclooctatetraene dianion), also presents an interesting case since it shows only temperature-independent paramagnetism, despite having a paramagnetic $I_4$ spin–orbit ground state. By comparison with Pm(III) (see Fig. 8), Pu(iv) should have a prolate electron density ground state. In the sandwich-type crystal field environment of the (COT)$^2^-$ ligands, this leads to a lowering of the energy of the nonmagnetic $m_J = 0$ state. In agreement with this picture, the magnetic behavior observed for plutonocene is due to mixing between the non-magnetic ground state and low-lying excited states.

**Conclusions**

The above examples illustrate how a simple model of the f-element electronic structure can be applied to diverse situations to predict the presence of significant single-ion anisotropy. In many cases, this can lead to strong single-molecule magnet behavior. Interestingly, many of the molecules in Table 1 have ill-defined crystal field environments. Such low-symmetry molecules can also lead to strong anisotropy, but their behavior is difficult to predict. It is our hope that consideration of the factors leading to axial anisotropy in different f-elements will give rise to effective targeting of new single-molecule magnets with high anisotropy barriers, thus further spurring this promising and rapidly-developing branch of molecular magnetism.
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**Notes and references**

It is important to distinguish between the term anisotropy barrier and the somewhat nebulous term blocking temperature. The anisotropy barrier is the Arrhenius activation energy for the process of spin reversal. Assuming Boltzmann statistics, the anisotropy energy expressed in Kelvin indicates the temperature at which the relaxation time will equal Euler's number multiplied by the attempt time. Attempt times for paramagnets are usually $10^4$ to $10^7$ s, so a molecule at a temperature equal to its anisotropy barrier will have a relaxation time of approximately 3 ns. The blocking temperature can refer to (a) the temperature at which a peak is observed in the off-of-phase susceptibility ($\chi'$) at a given frequency, (b) the first temperature at which hysteresis is observed in a plot of field vs. magnetization, or (c) the temperature at which a maximum is observed in the zero-field cooled magnetization. Since the measured temperatures of these techniques can span seven orders of magnitude, one must be careful when comparing blocking temperatures between single-molecule magnets.

