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ABSTRACT: The iron-57 Mössbauer spectra of the linear,
two-coordinate complexes, [K(crypt-222)][Fe(C(SiMe3)3)2],
1, and Fe(C(SiMe3)3)2, 2, were measured between 5 and 295
K under zero applied direct current (dc) field. These spectra
were analyzed with a relaxation profile that models the
relaxation of the hyperfine field associated with the inversion
of the iron cation spin. Because of the lifetime of the
measurement (10−8 to 10−9 s), iron-57 Mössbauer spectros-
copy yielded the magnetization dynamics of 1 and 2 on a
significantly faster time scale than was previously possible with
alternating current (ac) magnetometry. From the modeling of
the Mössbauer spectral profiles, Arrhenius plots between 5 and 295 K were obtained for both 1 and 2. The high-temperature
regimes revealed Orbach relaxation processes with Ueff = 246(3) and 178(9) cm−1 for 1 and 2, respectively, effective relaxation
barriers which are in agreement with magnetic measurements and supporting ab initio calculations. In 1, two distinct high-
temperature regimes of magnetic relaxation are observed with mechanisms that correspond to two distinct single-excitation
Orbach processes within the ground-state spin−orbit coupled manifold of the iron(I) ion. For 2, Mössbauer spectroscopy yields
the temperature dependence of the magnetic relaxation in zero applied dc field, a relaxation that could not be observed with zero-
field ac magnetometry. The ab initio calculated Mössbauer hyperfine parameters of both 1 and 2 are in excellent agreement with
the observed hyperfine parameters.

■ INTRODUCTION

The study of magnetic relaxation in mononuclear complexes of
lanthanide and transition metal ions, first pursued in depth
nearly 75 years ago,1 has been of renewed interest because of
the discovery of their utility as single-molecule magnets2 in
2003 and 2010, respectively.3,4 In these compounds, because of
their axially bistable magnetic moments, the constituent
paramagnetic metal ions may be magnetized and retain their
magnetization as a consequence of a potential energy barrier to
spin reversal, U. Further discoveries of large barriers for such
lanthanide5 and transition metal6 single-molecule magnets
relative to their multinuclear counterparts have inspired a
widespread research effort aimed at preparing mononuclear
complexes with ever-higher relaxation barriers. Note that
complexes possessing such axially bistable magnetic moments

may one day find potential application as media for high-
density information storage,7 but moreover they have served as
a fertile platform for the study and elucidation of the low-
temperature physics of inherently quantum entities, ultimately
leading to the suggestion that single-molecule magnets can
behave as qubits.8

Paramount to the development of single-molecule magnets
as a useful technology is an exact knowledge of which factors
engender a large relaxation barrier. While the origins of some of
the factors that contribute to U are known, in practice there are
a variety of effects that can lessen the effective (or measured)
magnitude of U, Ueff. Thus, the a priori design of molecules
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with large effective barriers has not proven completely
straightforward. In particular, computational efforts9 have
revealed Ueff to be very sensitive to small distortions of the
coordination environment of the spin-bearing metal cations.
Thus, predictions based upon symmetry-idealized model
geometries may not hold for crystalline structures, because
small structural distortions away from idealized symmetries can
easily arise from sources such as crystal packing, which are
difficult to model. Rather recently, vibronic coupling has also
been implicated as an influence for the spin-reversal barrier
height, although this phenomenon can not as yet be fully
treated from a computational perspective.10 Unambiguous
determination of the observed relaxation barriers for mono-
nuclear single-molecule magnets is thus necessary for
developing an in depth understanding of the factors that
control the barrier heights in such systems.
The determination of the intrinsic relaxation barrier height

possessed by a molecule is typically performed by an analysis of
the temperature dependence of the magnetic relaxation time, τ,
with alternating current (ac) magnetic susceptibility studies and
a subsequent construction of an Arrhenius plot.2 When spin or
magnetization reversal occurs via an Orbach process,11 τ
displays an exponential relationship with temperature such that
the analysis produces a straight line in the Arrhenius plot with a
slope equal to Ueff/kB, where kB is the Boltzmann constant.
Note that other non-Orbach relaxation processes, such as
quantum tunneling of the magnetization,12 Raman,11,13 and
direct14 relaxation, are also commonly operative and do not
display an exponential temperature dependence of their
associated relaxation times. Thus, if these relaxation processes
are significant in the magnetization dynamics of a complex, the
Arrhenius plot will depart from linearity and can display
substantial curvature or even near temperature-independence of
τ. The assignment of Orbach relaxation by inspection of such
curved Arrhenius plots can be fraught with difficulty. One
common attempt at overcoming this problem involves the
judicious exclusion of low-temperature relaxation data and
Arrhenius analysis of a small set of the high-temperature τ
values to approximate Ueff. An alternate procedure models the
temperature dependence of τ as a sum of contributions from
the various mentioned relaxation processes. However, in both
cases it should be noted that substantial curvature in Arrhenius
plots often persists even to high temperatures in some
complexes and thus a substantial level of uncertainty is
imparted in the derived Ueff values.
Of utility, therefore, are techniques that allow for the

determination of the relaxation time at high temperatures, since
such techniques would give unique and valuable information
when the magnetic relaxation times are shorter than those
measurable with the ac drive of a commercial SQUID
magnetometer. Mössbauer spectroscopy has recently been
shown to satisfy this requirement via the application of a
formalism, developed in 1974 by Dattagupta and Blume,15 that
was used to model the paramagnetic relaxation broadening of
the spectra of three-16 and four-coordinate4 iron(II) complexes
and determine the activation energy for relaxation from
Arrhenius plots.
This year, we described the low temperature magnetization

dynamics of two linear species containing iron(I) and iron(II)
ions coordinated by the tris(trimethylsilyl)methido ligand,
[K(crypt-222)][Fe(C(SiMe3)3)2], 1, and Fe(C(SiMe3)3)2, 2.
These complexes exhibit very large spin reversal barriers of 226
and 146 cm−1, under zero and modest applied direct current

(dc) fields, respectively,6h,j as a result of nearly unquenched
orbital angular momentum.17 For both 1 and 2, however, the
Arrhenius plots are substantially curved, and thus the Ueff values
were obtained, respectively, by using both of the above-
mentioned approaches for overcoming the problem of curved
Arrhenius plots. Herein, we report the application of
Mössbauer spectroscopy to evaluate the magnetization
dynamics of 1 and 2 from 5 to 295 K. The technique helped
elucidate the mechanism of slow magnetic relaxation in these
complexes and furthermore provided Mössbauer spectral
parameters which are compared with the results of ab initio
computations.

■ EXPERIMENTAL SECTION
Sample Preparation and Instrumentation. Fresh samples of 1

and 2 were synthesized according to the published procedures6j,18 and,
respectively, either recrystallized or sublimed prior to study. The iron-
57 Mössbauer spectra of 1 and 2 were obtained between 5 to 295 K
with a constant acceleration spectrometer and a cobalt-57 rhodium
source. Prior to measurements the spectrometer was calibrated at 295
K with α-iron foil. Powder absorbers of thicknesses of 100 and 50 mg/
cm2, or 6.0 and 5.4 mg of iron per cm2, respectively, were prepared and
transferred to the coldfinger of a closed-cycle refrigerator under an
inert atmosphere to avoid oxidation of these highly air-sensitive
compounds.

Ab Initio Computational Methods. Mössbauer spectral
parameters have been computed with the ORCA program.19 The
Mössbauer spectral isomer shifts, δ, were calculated using density
functional theory (DFT) and the experimental X-ray diffraction
structures of 1 and 2 and the GGA(BP86) functional20 with the
standard triple-ζ basis set of Ahlrichs and co-workers.21 The DFT
calibration for the isomer shift in mm/s relative to α-iron at 295 K (eq
1) was performed using experimental data for a test set of molecules,
as was previously described.22

δ ρ= − − +0.340( (0) 11580) 1.034 (1)

Charge densities at the iron nuclei, ρ(0), for 1 and 2 from these
calculations are 11582.110069 and 11581.571691 a0

−3, respectively,
which after substitution yield δ values of 0.316 and 0.500 mm/s. These
values agree well with results reported previously and herein.6j,17

In contrast, the same DFT calculations yielded quadrupole
splittings, e2Qq/2, of −1.653 mm/s for 1 and −1.399 mm/s for 2,
values that, especially for 1, are in less satisfactory agreement both with
the results reported below and with previous results. The less than
satisfactory agreement between the density functional calculated and
experimental quadrupole splitting for 1 results from the single
reference ground state assumed in this calculation, an assumption that
is not valid for 1 and is poor for 2, in which the electronic ground state
is formed by a mixture of different electronic configurations. Hence,
multireference CASSCF and NEVPT2 calculations were carried out.
Nuclear quadrupole mixing between the degenerate electronic
sublevels of the respective 4E and 5E ground states of 1 and 2 renders
the calculation of e2Qq/2 by first principles theoretically challenging.
Note that the 10−4 cm−1 magnitude of the quadrupole interaction is
significantly smaller than the expected energies of the geometric
distortions and spin−orbit coupling. Thus, we can safely assume that
state-specific values of e2Qq/2 are reasonably well-defined, and it is
under this assumption that the multireference calculations of the
quadrupole splitting and asymmetry parameter, η, were performed
herein.

The general procedure used for these calculations is as follows: (1)
The electric field gradient tensors for 1 and 2 were computed on the
basis of orbital gradients from converged CASSCF wave functions. (2)
The converged CASSCF/NEVPT2 calculations were then repeated to
yield nonrelativistic eigenvalues and eigenvectors for each non-
relativistic electronic state. In these calculations, all 10 quartet and 5
quintet states for 1 and 2, respectively, were used. (3) The resultant
spin−orbit coupled eigenfunctions and the field gradient tensors in the
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nonrelativistic basis of configuration state functions, corresponding to
eigenfunctions of the S ̂2 and S ̂z operators, were transformed to electric
field gradient tensors for each spin eigenstate of the nonrelativistic
Born−Oppenheimer Hamiltonian. (4) The nonrelativistic electric field
gradient tensors were then transformed to the relativistic ones using
the eigenvectors of the spin−orbit coupling operator (eq 2),

∑μ μ μ= *V c k c k V k( ) ( , ) ( , ) ( )ij
k

ij
(2)

where k and μ enumerate nonrelativistic and relativistic eigenstates,
respectively. These tensors were then diagonalized to yield the values
of e2Qq/2 and η.
The calculation of e2Qq/2 and η for 2 required a slight modification

of the above procedure. In particular, mixing between the dx2−y2 and dxy
components of the 5E ground state, which is split because of a small
orthorhombic distortion, leads to a large calculated η value for the
complex, a value that is unexpected given the high molecular symmetry
of 2. State specific nonrelativistic field gradient tensors were therefore
computed for the D3h-symmetric model complex Fe(CH3)2. When
utilized in the calculations with the spin−orbit eigenvectors of 2
computed from its X-ray diffraction structure, these tensors lead to
e2Qq/2 and η values in excellent agreement with experimental values.
Specific values obtained for the two lowest spin−orbit coupled states
of 1 and 2 are given in Table 1.

■ RESULTS AND DISCUSSION

Temperature Dependence of the Mössbauer Spectra.
The iron-57 Mössbauer spectra of 1 and 2 obtained at various
temperatures between 5 and 295 K are shown in Figures 1 and
2, respectively. At low temperature, both complexes display
sharp sextets; the sextet of 1 spans ±12 mm/s whereas that of 2
has a much larger splitting and spans ±25 mm/s. With
increasing temperature, these sextets remain relatively sharp
and unchanged until a certain temperature, above which they
broaden considerably. In 1, the sextet persists up to 30 K, then
broadens slightly at 40 K, and then more extensively between
50 and 70 K. In contrast, the spectrum of 2 remains relatively
unchanged up to 25 K, whereupon it begins to broaden. At 80
and 100 K, a sharp central absorption line is observed for 1, and
at temperatures above 150 K, the spectrum is resolved into an
asymmetric doublet. For 2, a central absorption line is also
observed at 106 K, but unlike 1, this absorption remains mostly
unresolved even at 295 K.
The observed temperature dependence of the Mössbauer

spectral line shape profiles of 1 and 2 is characteristic of
relaxation of the hyperfine field on a time scale that is
comparable with the Larmor precession time of the iron-57
nuclear moment about the hyperfine field, corresponding to
10−8 to 10−9 s depending upon the magnitude of the hyperfine
field, see the Supporting Information for more details.23−25 In
1, at 5 K, the iron-57 nucleus experiences an effectively static
hyperfine field, and the line width observed at 5 K is the
experimental line width of 0.295(5) mm/s; this line width
agrees well with that of α-iron foil obtained at 5 K and ±25
mm/s under virtually the same experimental conditions. Note
that this particular observation is in accord with the previously
collected ac susceptibility results obtained in zero dc field,
results which revealed relaxation times of about 1.5 s or more

Table 1. Calculated e2Qq/2 and η for the Lowest-Lying MJ
Doublet States

MJ

energy,a

cm−1
e2Qq/2,
mm/s η

[Fe(C(SiMe3)3)2]
−, 1 ±5/2 210 −2.640 0.005

±7/2 0 −2.611 0.004
Fe(C(SiMe3)3)2, 2 ±3 195.2, 195.3 −1.161 0.003

±4 0, 0.001 −1.145 0.001
aThe relative ab initio energies of the low-lying MJ states.

Figure 1. Iron-57 Mössbauer spectra of 1 obtained at the indicated temperatures. Solid red lines are fits with a relaxation profile, as discussed in the
text.
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below 9 K, corresponding to a time scale that is much longer
than the Larmor precession time of the iron-57 nuclear
moment about the hyperfine field. In contrast to the spectra of
1, the spectrum of 2, which appears to be very sharp at 5 K,
actually has a line width of 0.650 mm/s, a line width that is
twice the calibration line width of 0.326(5) mm/s observed at
±40 mm/s for α-iron at 5 K.
Extraction of the effective internal hyperfine field, Hint,

isomer shift, δ, and quadrupole splitting, e2Qq/2, in the
presence of the strong influence of slow magnetic relaxation
requires modeling the relaxation profile. Thus, the spectra for
both 1 and 2 were fitted with a relaxation model of the
hyperfine field by using the Dattagupta and Blume15 formalism.
In this fitting model, the hyperfine field was assumed to be
oriented parallel to the principal axis of the electric field
gradient tensor, taken as the C−Fe−C linear axis with η, the
asymmetry parameter of the electric field gradient tensor, fixed
at zero. This hyperfine field reverses along this axis with a
relaxation frequency, ν, or with a relaxation period, τ = 1/ν.
Because the relaxation of the hyperfine field leads to a
broadening of the spectral lines, as is observed in the spectra of
1 above 40 K and 2 between 5 and 295 K, a minimum
experimental line width, as well as a constant hyperfine field,
were determined as follows and used to fit the spectra to obtain
a reliable temperature dependence of the relaxation period for
both 1 and 2.
For complex 1, fits below 40 K indicate no broadening of the

lines through relaxation. Further, the hyperfine field decreases
only very slightly from 63.68(2) T at 5 K to 63.61(2) T at 30 K.
Hence, in the relaxation fits performed above 40 K for 1, the
value of Hint was constrained to 63.55 T, a value obtained from
fitting the 40 K spectrum in the absence of relaxation. The
higher-temperature spectra were also fitted with the relaxation
model described above for a fixed line width of 0.295 mm/s;

the resulting spectral parameters are reported in Table 2 and
Supporting Information, Table S1, and the fitted profiles are
shown as the red lines in Figure 1.

For compound 2, the spectra were fitted using a similar
model, in which the experimental line width, hyperfine field,
and quadrupole splitting were constrained to 0.326 mm/s,
150.7 T, and −1.275 mm/s, respectively. The fits obtained are
shown as the red lines in Figure 2 and the resulting parameters
are given in Tables 2 and Supporting Information, Table S2.
The temperature dependences of the isomer shift and

logarithm of the spectral absorption areas of 1 and 2 are shown
in Figures 3 and 4, where the solid lines are the result of fits26

with the Debye model for a solid. In contrast to these two

Figure 2. Iron-57 Mössbauer spectra of 2 obtained at the indicated temperatures. Solid red lines are fits to a relaxation profile, as discussed in the
text.

Table 2. Selected Experimental and Calculated Mössbauer
Spectral Parameters

T, K 1 2

δ, mm/sa 295 0.270(4) 0.292(7)
δ, mm/sa 5 0.402(1) 0.460(3)
δcalc, mm/sa 0.316 0.500
e2Qq/2, mm/s 295 −2.523(7) −1.275
e2Qq/2, mm/s 5 −2.555(2) −1.275(5)
e2Qq/2calc, mm/s −2.611 −1.145
Hint, T 5 63.68(2) 150.7(1)
Hint, T

b 63.55 150.7
Γexp, mm/sb 0.295 0.326
ΘM, K 313(16) 180(10)
ΘD, K 141(2) 125(7)
ηexp 0 0
ηcalc 0.004 0.001

aThe isomer shifts are given relative to α-iron foil at 295 K. bThe
values of the parameters used in the relaxation fits.
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parameters, which are temperature-dependent, the values of
e2Qq/2 for 1 and 2 at 5 K, −2.555(5) and −1.275(5) mm/s,
respectively, are relatively independent of temperature. Note
that the calculated e2Qq/2 values for the two lowest-lying states
for 1 and 2 (see Table 1) are nearly the same, suggesting that
with increasing temperature, population of the excited MJ
doublets is not expected to yield appreciable temperature
dependence of the quadrupole splitting. The Mössbauer
temperature, ΘM, and the Debye temperature, ΘD, for 1,
obtained from a fit of the temperature dependence of the
isomer shift and spectral absorption area are 313(16) and
141(2) K, respectively. In contrast, ΘM and ΘD for 2 are
180(10) and 125(1) K, respectively, as determined in the same

manner. Here, the larger temperatures obtained for 1 as
compared to 2 likely result from the somewhat larger lattice
energy of the ionic lattice of 1 as compared with the
presumably lower lattice energy of the molecular complex 2.
Furthermore, Debye temperatures of about 150 K are
characteristic27,28 of organometallic compounds, and it is
well-known that ΘM is typically observed to be 2 to 3 times
larger than ΘD because the temperature dependence of the
isomer shift is more sensitive to the higher energy phonons
than the temperature dependence of the spectral absorption
area.
The Hint values of 63.55 and 150.7 T used for the calculation

of the relaxation profiles for 1 and 2, respectively, are the vector
sums of three contributions, the Fermi contact field, HFermi, the
dipolar field, Hdip, and the orbital field, Horb. A possible fourth
contribution originating from magnetic moments on other iron
cation sites in the lattice may be neglected29 because the iron
cation containing clusters are well-isolated from each other.
The HFermi value is known to be negative and may be estimated
from −2S(12.7) T to be −38 T for S = 3/2 in 1 and −51 T for S
= 2 in 2. The Hdip value is approximately proportional to the
quadrupole splitting and is estimated to be +24 and +12 T in 1
and 2, respectively. Because the Horb is opposite in sign to
HFermi, the observed effective hyperfine fields can only be
positive and yield large positive orbital contributions of about
+78 and +191 T in 1 and 2, respectively.
The isomer shifts in 1 and 2 are lower than might be

expected for iron(I) and iron(II). However, the low values are
consistent with two-coordinate complexes; it is well-known30

that the iron(II) isomer shift decreases with decreasing
coordination number. Further, it should be noted that the
decrease in isomer shift from 2 to 1 might be unexpected on
the basis of a change from a 3d6 to a 3d7 electronic
configuration. However, the very strong 4s-3dz2 mixing
predicted in 1 by ab initio calculations6j should yield an
increased 4s electron density at the iron-57 nucleus and thus
decrease the observed isomer shift. A similar influence of strong
4s-3dz

2 mixing on the isomer shift of iron(I) in
Li2[(Li0.79Fe0.21)N] was reported in 2002.31 In this latter
compound, the iron(I) is in an infinite chain1∞[(Li1−xFex)N]
and is linearly coordinated to two nitrogen atoms along the
chain and to lithium(I) and iron(I) in the plane perpendicular
to the chain. Its isomer shift of between 0.17 mm/s at 4.2 K and
−0.026 mm/s at 295 K is even smaller than is observed for 1.
Additional similarity to 1 is found in the approximately
temperature-independent quadrupole interactions of −2.56 to
−2.61 mm/s31 observed in Li2[(Li1−xFex)N]. Further, the
obtained values of Horb and HFermi obtained for 1 compare well
with those observed and calculated29,31 with a variety of
computational methods in Li2[(Li1−xFex)N].

Calculated and Observed Mössbauer Spectral Param-
eters. The calculated and observed isomer shifts in 1 and 2 are
in good agreement as indicated in Table 2. Further, the
decrease in isomer shift from 2 to 1 is well reproduced by the
calculations and results, as indicated above, from the strong 4s-
3dz2 mixing. Of particular note are the rather large, negative
values of the observed quadrupole splittings in 1 and 2. It is
customary in the study of Mössbauer spectra to analyze the
quadrupole splitting in terms of a lattice and a valence
contribution. In octahedral iron(II) complexes, the theoretical
approach developed by Ingalls32 has found wide acceptance. It
is somewhat surprising that this classical crystal field approach
fails in the case of 1 and 2, as is discussed in more detail in the

Figure 3. Temperature dependence of the isomer shift, top, and
spectral absorption area, bottom, of 1. The solid lines are the results of
fits with the Debye model for a solid. The error bars are shown but are
often as small as the data points.

Figure 4. Temperature dependence of the isomer shift, top, and
spectral absorption area, bottom, of 2. The solid lines are the results of
fits with the Debye model for a solid. The error bars are shown but are
sometimes as small as the data points.
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Supporting Information. Herein, however, the very negative
quadrupole splittings of 1 and 2 and the expected zero
asymmetry parameter could only be reproduced by multi-
reference calculations for each electronic state of the 4E and 5E
ground states of 1 and 2. These more comprehensive
calculations gave an essentially zero asymmetry parameter
and quadrupole splitting values for 1 and 2 that agree within 0.1
mm/s with the 5 K observed values, as is shown in Table 2.
Dynamics of the Hyperfine Field and Spin Reversal.

The fits of the Mössbauer spectra of 1 and 2 provided the
hyperfine field relaxation frequencies at temperatures up to 295
K, frequencies that can be as fast as 15000 MHz. These results
were used to derive magnetic relaxation times and subsequently
construct Arrhenius plots for 1 and 2, as shown in Figure 5.
Note that, although relaxation times for 2 could be derived
down to 5 K, the relaxation times for 1 below 40 K could not
be obtained because the time scale of the relaxation at these
temperatures is much longer than the Larmor precession time.
At 40 K the relaxation time for 1 is 290(30) × 10−8 s, and it

rapidly decreases with increasing temperature, ultimately
reaching 0.0071(6) × 10−8 s at 295 K. In contrast, from 5 to
25 K, the relaxation time for 2 remains relatively constant at
25(1) × 10−8 s. However, at and above 30 K, τ decreases
considerably, reaching 0.0119(8) × 10−8 s at 295 K.
The temperature dependence of the relaxation time yields

vital information about the pathways for magnetic relaxation in
1 and 2. A detailed analysis of the Arrhenius plots was therefore
carried out; for 1 this plot includes relaxation times obtained
from both Mössbauer spectroscopy and ac magnetic suscept-
ibility measurements.6h,j In particular, we modeled the
relaxation times from 5 to 295 K for both 1 and 2 as respective
sums of tunneling, Raman, and Orbach processes (eq 3),

τ τ τ τ= + + − +

−

− − − −CT U k T

U T

exp( / )

exp( /k )

1
QTM

1 5
0,1

1
1 B 0,2

1

2 B (3)

where τQTM corresponds to the relaxation time of the tunneling
relaxation process and C is the Raman coefficient. The last two
terms of eq 3 correspond to two separate Orbach processes,
where τ0,1

−1 and τ0,2
−1 are the respective attempt frequencies,

and U1 and U2, are the respective effective magnetization
reversal barriers. The zero applied dc field conditions, under
which the Mössbauer spectra of 1 and 2 were measured,
eliminated the necessity of a direct relaxation term AH2T in the
above equation. Previous relaxation time results were collected
for 1 at zero applied dc field by ac-susceptibility measurements
in the frequency range of 0.1 to 1500 Hz, and these results were
combined with Mössbauer spectral relaxation times to provide a
comprehensive picture of the temperature dependence of the
magnetization dynamics for 1 and 2.
The τ−1 values obtained for 1 above 9 K, that is, at

temperatures above the tunneling regime, were fitted without
the inclusion of τQTM

−1. In contrast, for 2 the τQTM
−1 term was

required to obtain a good fit. Further, the data for 1 and 2 could
only be well fitted at the highest temperatures if two Orbach
processes were included. The best fit for 1 above 9 K yields C =
8.1(2) × 10−7 s−1 K−5, τ0,1

−1 = 2.2(4) × 109 s−1, U1 = 246(3)
cm−1, τ0,2

−1 = 1.03(7) × 1011 s−1, and U2 = 420(9) cm−1. The
best fit for 2 between 5 and 295 K yields τQTM

−1 = 4.2(3) × 106

s−1, C = 4.3(7) × 10−4 s−1 K−5, τ0,1
−1 = 5(1) × 109 s−1, U1 =

178(9) cm−1, τ0,2
−1 = 1(2) × 1011 s−1, U2 = 553(68) cm−1. The

individual contributions of each relaxation process to the full
Arrhenius plots of 1 and 2 are depicted in Supporting
Information, Figures S1 and S2.
The significance of these results is readily evaluated in

comparison with those obtained from previous measurements.
For 1, note that the value of U1 does not change upon inclusion
of the other relaxation processes, whereas for 2, U1 is nearly 30
cm−1 larger than that obtained via ac susceptibility. It is of
interest here that the present U1 = 178(9) cm−1 for 2 is much
closer to the ab initio value of 196 cm−1, which is consistent
with a more accurate Arrhenius analysis conducted here in the
absence of the direct process. Note that in 2, the temperature
independent regime below 25 K, with a relaxation time of 0.25
μs, highlights why zero-field ac susceptibility studies were
impossible for 2 in the accessible frequency range. However,
the two data sets together demonstrate the remarkable power
of the applied dc field, which slows the magnetic relaxation time
for 2 by approximately 7 orders of magnitude over only a 500
Oe difference in field strength.
The necessity of an applied field to observe slow magnetic

relaxation by ac susceptibility in 2 versus 1 is likely tied to the

Figure 5. Arrhenius plots for 1 and 2 as obtained from Mössbauer
spectroscopy and ac susceptibility, where τ is in units of seconds. Top:
relaxation time for 1 obtained from Mössbauer spectra, red, and from
ac-susceptibility results, blue, reported in ref 6j. The black line is the
result of the fit described in the text. Inset: energies of the MJ = ±7/2,
5/2, and 3/2 doublets as determined by a combined ac susceptibility
and Mössbauer spectral study and the MJ = ±1/2 doublet at an energy
determined theoretically in reference 6j; the blue and red arrows
indicate the two observed Orbach relaxation pathways. Bottom:
relaxation time for 2 obtained from Mössbauer spectra, red, and from
ac-susceptibility results,6h blue. The red and blue lines are the result of
fits described in the text. Inset: expanded view of the Arrhenius plot
above 5 K.
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spin parity of the two species, where 1 is a half integer spin
system versus 2, which is integer spin. Thus far, only half-
integer spin complexes in a zero applied dc field have exhibited
magnetic relaxation times long enough for ac susceptibility
analysis.6e,g,j,k Previous studies on integer-spin complexes have
linked the requirement of the applied field to nonzero
transverse anisotropies,4b,6h anisotropies which can result
from slight deviations of the molecular symmetry from
idealized axially symmetric environments and result in fast
quantum tunneling pathways for magnetic relaxation.12 For 1
and 2, we note that the coordination geometries for both
species are linear, where 2 possesses molecular D3d symmetry
with perfectly staggered [C(SiMe3)]

− ligands and equivalent
Fe−C distances of 2.051(1) Å. In contrast, the Fe−C distances
in the two nearly eclipsed −SiMe3 moieties of the [C-
(SiMe3)3]

− ligands in 1 are not crystallographically constrained
to be equivalent, and the observed very similar Fe−C distances
of 2.058(4) and 2.063(4) Å lead to a relatively lower overall
symmetry. Thus, one might expect the fast magnetic relaxation
via tunneling to be more prevalent in 1 than 2, but this is not
the case. This observation of slower magnetic relaxation times
for 1 compared to 2 at zero applied dc field likely reflect the
relatively lesser ability of transverse anisotropy to engender fast
magnetic relaxation in half-integer mononuclear species, and
may be one of the major reasons why two relaxation barriers are
clearly resolved for 1 but less clearly for 2.
A reviewer of this paper has suggested that the slight

mismatch in the intensity of the inner lines and the broad lines
of the 5 K Mössbauer spectrum of 2, see Figure 2, are indicative
of a narrow hyperfine field distribution of about 1 T about the
150.7 T observed hyperfine field, rather than slow magnetic
relaxation. However, the source of such a narrow distribution is
very difficult to identify. A possible source could be the
presence of dynamic vibronic coupling inducing a structural
disorder, but the existence of such coupling is not supported by
the temperature dependence of the dc-magnetic susceptibility,
which is well described10 with a static model. If this distribution
is present between 5 and 25 K, then the resultant broadening
hides or combines with any effect of quantum tunneling of the
magnetization. If the broadening is entirely due to the hyperfine
field distribution, then the quantum tunneling relaxation rate is
smaller than 3.8 MHz, see Supporting Information, Table S2,
and larger than the highest frequency of 1.5 kHz probed6h by
ac-susceptibility. In view of an unidentifiable source of
hyperfine field distribution and its entanglement with the effect
of quantum tunneling of the magnetization, the assignment of
the broadening observed between 5 and 25 K in the Mössbauer
spectra of 2 to quantum tunneling of the magnetization is
preferred as most likely. Further, the possible presence of the
small field distribution does not affect the interpretation of the
higher-temperature Mössbauer spectra as proposed here.
Of special interest is the observation of two regimes of

thermally assisted magnetic relaxation in 1 and 2. The above
analysis of 1 revealed that the magnetic moment of the J = 7/2
iron(I) center in 1 required 246 cm−1 for spin reversal, a finding
which closely matched the calculated 199 cm−1, obtained from
the CASSCF computation, and the 210 cm−1, obtained from
the NEVPT2 computation, energy separations between the
ground MJ = ±7/2 and the first excited MJ = ±5/2 levels. The
remarkable agreement between the NEVPT2 value of 210 cm−1

and the experimental value of 246 cm−1 results probably from
the inclusion of dynamical correlations in the NEVPT2
calculations. Our observations seem to coincide with those

made in many mononuclear transition metal and lanthanide
single-molecule magnets, for which derived magnetic relaxation
barriers are found to correspond approximately to the
determined energy separations between the ground MS or MJ
state and the first excited MS or MJ state. Similar analyses of 2
revealed spacings between the ground MJ = ±4 and MJ = ±3
levels to be 196 cm−1, which is close to the observed U1 value
for 2. This seemingly general observation is in contrast to
multinuclear single-molecule magnets. For example, the original
single-molecule magnet, Mn12O12(O2CCH3)16(H2O)4,

2,33 with
a ground state spin of S = 10 and a zero-field splitting energy,
D, of 0.5 cm−1, exhibits a 9.5 cm−1 splitting between its MS =
±10 and lowest-lying MS = ±9 states, yet the observed barrier is
42 cm−1, a value much larger than the first-excitation.
Therefore, in Mn12O12(O2CCH3)16(H2O)4 there must be
successive excitations from MS = ±10 to MS = ±9 to MS =
±8 and so forth until an effective top of the spin reversal barrier
is approached, where the spin is allowed to reverse. This
situation is frequently encountered in other multinuclear single-
molecule magnets.2

At temperatures above 50 K, 1 appears to relax via a
thermally assisted process with a much larger barrier of U2 =
420 cm−1. Note that this value approaches the energy splitting
between the MJ = ±7/2 and MJ = ±3/2 levels obtained from
computation, which is 435 cm−1 by CASSCF and 452 cm−1 by
NEVPT2 computations. A similar behavior is seen in 2 above
200 K; however, the agreement between U2 = 553(68) cm−1

and the computed gap between the ground, MJ = ±4, and
second excited doublets, MJ = ±2, of 353 and 445 cm−1 for 2 is
not as satisfactory as for 1, most likely because of the relatively
small amount of data used to obtain U2. Hence, we will not
discuss any further the relaxation process in 2. At this point, it is
difficult to diagnose whether the high-temperature regime is
one in which magnetic relaxation proceeds via a single-
excitation from the MJ = ±7/2 doublet to the MJ = ±3/2 doublet
or from two successive excitations, MJ = ±7/2 to MJ = ±5/2 to
MJ = ±3/2. On the basis of the experimental data, the barrier
observed in the regime of 9 to 50 K requires phonons of 246
cm−1, and therefore a second excitation, to realize a total barrier
of 420 cm−1 for 1, would need an additional phonon of only
174 cm−1, that is, less than that required for the initial
excitation. Thus, it appears that, like the low-temperature
Orbach process, the high-temperature Orbach process for 1
proceeds via a single excitation.
As for most, if not all, mononuclear single-molecule magnets,

the question of why the magnetic relaxation occurs via a single
excitation may be related to the mixing of the excited ±MJ
doublets. Here, any significant amount of mixing in an excited
state engenders tunneling to the other side of the relaxation
barrier. Therefore, such mixing may give rise to Ueff barriers
matching the energy of that specific excited state relative to the
ground state. In contrast, a relatively low amount of mixing may
instead force the system to relax via proceeding to higher
excited levels, which may be more strongly mixed. Note that in
general such mixing is likely to increase as the value of |MJ| (or |
MS| for systems with quenched orbital angular momentum)
decreases. However, it should also be pointed out that
[Co(SPh)4]

2− and (PNP)FeCl2 (PNP
− = N[2-P(CHMe2)2-4-

methylphenyl]2 anion),
6e,g which are S = 3/2 systems that show

slow magnetic relaxation under a zero applied dc field,
necessarily possess extremely weak mixing within the MS =
±3/2 Kramers doublet. In the context of 1, then, it is not
completely clear why the magnetic moment, at low temper-
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ature, is exclusively excited to MJ = ±5/2 prior to reversal as
opposed to proceeding up to the MJ = ±3/2 levels. A deeper
understanding of the factors that mediate mixing of the MJ or
MS levels in mononuclear single-molecule magnets is thus
needed, although influences, such as hyperfine coupling,
deviations from purely axial molecular symmetry, and
intermolecular dipolar interactions, could certainly contrib-
ute.12,34 Notably, a combined theoretical and experimental
study recently appeared,35 wherein the Dy(III) ions of the
species [Dy4K2O(O-tBu)12]·C6H14 were demonstrated to relax
via an Orbach process at low temperature with Ueff values that
closely followed the calculated energy gap between the ground
and second-lowest-lying MJ level.

■ CONCLUSIONS AND OUTLOOK
Slow magnetic relaxation in mononuclear single molecule
magnets is typically assessed via ac magnetic susceptibility,
which limits the scope of the information that can be obtained
due to current instrumental limitations. For instance, strict
magnetostructural correlations between the coordination
environment of the paramagnetic ion and Ueff can be hampered
by an incorrect assessment of the relaxation process that is
facilitating the magnetic relaxation. Here, we have employed
Mössbauer spectroscopy to derive information about the
magnetization dynamics of 1 and 2 that was unobtainable via
conventional SQUID magnetometry, including the elucidation
of the relaxation mechanism for 1 at high temperature and 2 at
zero applied dc field. To further emphasize the potential utility
of Mössbauer spectroscopy for accurate evaluation of Ueff values
for mononuclear species, we note that an example of a
mononuclear species displaying what is likely a Raman
relaxation process over the temperature and ac frequency
ranges possible with a conventional SQUID was recently
reported.6m Though this observation was for a species with
easy-plane anisotropy, a similar set of circumstances could have
easily arisen in a system with a negative axial anisotropy, given
the prevalence of curved Arrhenius plots (as evidenced in
present and previous reports4,6a,b,h,j). Note that a full,
comprehensive analysis of the relaxation behavior, enabled by
a large investigated temperature range, would likely reveal Ueff
in the presence of such complicated relaxation dynamics. In
these particular cases, Mössbauer analysis, on account of the
iron nuclei, would be facile. For mononuclear single molecule
magnets based on other nuclei, however, other experimental
means of detecting magnetic relaxation times at high frequency
are clearly needed.
Among the reported mono- and multinuclear lanthanide

clusters that exhibit slowly relaxing magnetic moments, a large
fraction contains dysprosium(III). Dysprosium-161 is a
Mössbauer active nuclide, with a sufficient abundance of 19%
and easily detected γ-transition of 25 keV, but, unfortunately, its
parent, the terbium-161 nuclide, has only a six-day half-life. The
accessible relaxation time-domain36,37 with dysprosium-161 is
between about 0.01 and 2 ns. Hence, dysprosium-161
Mössbauer spectroscopy may become an informative technique
to study the magnetic dynamics of dysprosium containing
single-molecule magnets, albeit at laboratories that can easily
prepare the source.
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Hermann at Jülich Center for Neutron Science for his help for
implementing the code for the Mössbauer spectral relaxation
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